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1. Application System Name: Commonwealth Workforce Development System (CWDS)

2. Team Members: (Identify each team member and job title, and their role and expertise on the team. Add additional rows as needed.)

NOTE: Contact information available upon execution of the RFP

	Team Member Name
	Employee or Vendor?
	Team Role, i.e., Team Lead, Alternate lead, etc.
	Required to be Onsite Y/N
	VPN/VDI Available
Y/N

	
	Employee
	Recovery Team Lead
	Y
	Y

	
	Employee
	Recovery Team Alternate
	Y
	Y

	
	Employee
	Team Member
	Y
	Y

	
	Employee
	Team Member
	Y
	Y

	
	Employee
	Team Member
	Y
	Y

	
	Employee
	Team Member
	Y
	Y

	
	Vendor
	Vendor Team Lead
	Y
	Y

	
	Vendor
	Vendor Team Alternate
	Y
	Y

	
	Vendor
	Vendor Team Member
	Y
	Y

	
	Vendor
	Vendor Team Member
	Y
	Y

	
	Vendor
	Vendor Team Member
	Y
	Y



3. Team Contact Information: (Identify vendors that your team may require to contact during the execution of your recovery plan.  Add additional rows as needed.)

	Contact Name
	Skill Set
	Phone Number
	E-Mail

	
	
	
	

	
	
	
	

	
	
	
	

	
	
	
	

	
	
	
	

	
	
	
	

	
	
	
	

	
	
	
	

	
	
	
	

	
	
	
	

	
	
	
	



[bookmark: OLE_LINK1]4. Reporting Mandates: (Describe any federal, state, or other mandates regarding the implementation, testing, results or reporting of disaster recovery plans for major applications and business systems)

5. Special Considerations: (Describe any special circumstances, e.g., McAfee exceptions, shared/mapped drives, AD groups, roles/permissions, database backup schedule, variances from policy, COPPARS, required installation media and component lists, etc.)
· CWDS – COPPAR for use of ClamAV scan engine with OPSWAT MetaDefender tool used to scan document during upload.
· CWDS DR mirrors the current production environment both in capacity and system updates, therefore all the configurations applied to Production are also already applied to the DR environments
· CWDS – McAfee and FireEye exclusions
· Web Servers – Already configured on the DR servers
· Print Correspondence Servers – Already configured on the DR servers
· SOLR Servers – Already configured on the DR servers
· Batch Servers – Already configured on the DR servers
· Database Servers - Already configured on the DR servers
· Database back up schedules – Already configured on DR servers
· Shared mapped drives on Batch Servers
· Interfaces – Already configured in the DR Servers
· Batch – Already configured in the DR Servers
· AD groups, roles/permissions - Already configured in the DR Servers and synched with Production
6. Infrastructure Needs and Assumptions: (Identify by server, the hardware, O/S and Version and network infrastructure on which this disaster recovery plan depends.  List all discrepancies or additions to the overall Disaster Recovery Plan Assumptions and Technical Assumptions, on which this plan depends) 

· Correct staff of critical teams (SFO, TSM, Network, Security, FileNet, BOE, webMethods, MoveIT and CWDS) are at the Harrisburg and Scranton sites (At least one knowledgeable resource from each shared services is located at the Scranton site to assist with the restore process, testing and troubleshooting)
· Physical access to the Scranton Office building is in place for Scranton team members.
· Adequate space, PC’s, network connectivity, power and phone lines are in place to perform DR tasks.
· All media referenced in this document will be available at the time of recovery.
· TSM backups of CWDS SQL Database listed below are available and have complete integrity
· All DLI shared services are up and running
· Security Services
· FileNet and Datacap Services
· webMethods Services
· BOE Services
· MoveIT Services
· PowerBI – Azure cloud services
· Docfinity Services
· All necessary network connections and accessibility are in place.
· The Network team is responsible for making appropriate DNS changes to direct all calls to DR Servers (www.cwds.pa.gov and www.pacareerlink.pa.gov)
· The UAT hostnames and IP addresses of all CWDS servers will remain.
· All CWDS Administrators listed in Section 2 and 3 above are members of the Administrator group on the following servers: 
· Web servers
· Print/Correspondence servers
· Batch servers
· SOLR servers
· Staging servers
· Adobe Reader is available to read all CWDS DR documents referenced in this document from the PC’s/Servers during DR recovery process
· Microsoft SQL Server Management Studio version 10.x is available on the PC resource at Scranton, or the internet is available so that this free tool can be downloaded or alternatively make them available in advance.
· A DR email server solution will be available. CWDS UAT servers will have access to send mail from this server. The SMTP URL will remain as smtp-relay.dli.state.pa.us and will be redirected to the DR email server.
	Servers WEB

	Hardware:
	Windows Virtual Server

	OS:
	Windows Server 2019 Standard

	System type:
	64-bit Operating System, x64-based processor

	Processors: (type/Qty)
	Intel® Xeon® Gold 6138 CPU @ 2.00GHz (6 processors)

	Installed memory:
	24.0 GB

	Active Networks:
	LI.ROOT- Domain network - Internet
L&I Network Unidentified network – Public network - No Internet access 

	Assumptions:
	1. Microsoft Internet Information Server (IIS) is operational
2. NET Framework installed
3. OPSWAT Metascan is installed and configured






	Servers Correspondence / Print 

	Hardware:
	Windows Virtual Server

	OS:
	Windows Server 2019 Standard

	System type:
	64-bit Operating System, x64-based processor

	Processors: (type/Qty)
	Intel® Xeon® Gold 6138 CPU @ 2.00GHz (4 processors)

	Installed memory:
	8.0 GB

	Active Networks:
	LI.ROOT- Domain network - Internet
L&I Network Unidentified network – Public network - No Internet access 

	Assumptions:
	1. Microsoft Internet Information Server (IIS) is operational
2. NET Framework installed
3. Crystal Reports runtime engine for .NET Framework installed
4. Print spooler services
5. SiteMinder Web Agent is installed 
6. Neevia Document Converter Pro installed




	Server GIS/Batch

	Hardware:
	Windows Virtual Server

	OS:
	Windows Server 2019 Standard

	System type:
	64-bit Operating System, x64-based processor

	Processors: (type/Qty)
	Intel® Xeon® Gold 6138 CPU @2.00GHz (8 processors)

	Installed memory:
	8.0 GB

	Active Networks:
	LI.ROOT- Domain network - Internet
L&I Network Unidentified network – Public network - No Internet access 

	Assumptions:
	1. .NET Framework installed
2. MSDTC is installed




	Servers SOLR

	Hardware:
	Windows Virtual Server

	OS:
	Windows Server 2019 Standard

	System type:
	64-bit Operating System, x64-based processor

	Processors: (type/Qty)
	Intel® Xeon® Gold 6138 CPU @ 2.00GHz (8 processors)

	Installed memory:
	16.0 GB

	Active Networks:
	LI.ROOT- Domain network - Internet
L&I Network Unidentified network – Public network - No Internet access 

	Assumptions:
	1. LucidWorks is operational
2. SOLr is running
3. Java 7 Update is installed



	[bookmark: _Hlk512858819]Servers OLTP Database

	Hardware:
	Windows Server

	OS:
	Windows Server 2019 Standard

	System type:
	64-bit Operating System

	Processors: (type/Qty)
	Intel® Xeon® CPU E7- 4830 v3 @ 2.10GHz (4 processors)

	Installed memory:
	512 GB

	Active Networks:
	LI.ROOT- Domain network - Internet
L&I Network Unidentified network – Public network - No Internet access 

	Assumptions:
	1. Database backups are available and have complete integrity.
2. CWOPA, DMN—DLI and AD servers are available.
   3. TFS server is available with all documentation. (We have also saved a copy  
         of the restore documentation on UAT server - E:\DR)
4. UAT servers are available for recovery



	Server Staging

	Hardware:
	Windows Virtual Server

	OS:
	Windows Server 2019 Standard

	System type:
	64-bit Operating System, x64-based processor

	Processors: (type/Qty)
	Intel® Xeon® Gold 6138 CPU @ 2.00GHz (4 processors)

	Installed memory:
	32.0 GB

	Active Networks:
	LI.ROOT- Domain network - Internet
L&I Network Unidentified network – Public network - No Internet access 

	Assumptions:
	1. Log Parser is installed




Security Servers
The DLI security servers on the DR site is kept current and in synch with production. The DLI Security team will need to configure the production URLs/connections to point to the DR servers.

webMethods Servers
The webMethods shared services team manage and maintain their own Disaster Recovery documentation and process to be followed in the event of a DR scenario. 

Business Object Enterprise Servers
The BOE shared services team manage and maintain their own Disaster Recovery documentation and process to be followed in the event of a DR scenario.

FileNet and Datacap Severs
The FileNet and Datacap shared services team manage and maintain their own Disaster Recovery documentation and process to be followed in the event of a DR scenario.

· 
7. Recovery Documentation: (Identify all ancillary components, documentation, software media, data base backup locations and other resources required to execute the recovery.  Identify the network drive location, storage box location, version, etc. necessary to accurately locate and identify the resource. Identify minimum test requirements to validate the recovery is successful.  Add additional rows as needed.)

	Item Description
	Storage Location

	Tivoli Storage Manager (TSM) Backup location
	TSM back up is stored in Harrisburg DataCenter and Enterprise DataCenter

	CWDS Component Dependency Diagram v1.0
	CWDS SharePoint >> Teams >> System Admin and Infrastructure >> DR




8. Critical Function Checklist: (Describe the critical system components/application(s) that need to be restored. Priority level 1 -3)

	Critical Function
	Task Priority

	Security Services
	1

	CWDS Database Servers – Backup restored
	1

	CWDS Web Servers
	1

	Shared FileNet and Datacap Services
	1

	CWDS SOLR servers – SOLR refreshed
	1

	CWDS Batch Servers
	2

	webMethods services
	2

	Shared BOE Services
	2

	CWDS Print Correspondence Servers
	2

	Monitoring DR environment and servers
	3



9. Critical Function Recovery Process: (Define in detail the critical function check list (#8) in order of recovery.  Include details per server, per application. This can include screen shots and command line information if deemed necessary.  Define the high-level task as well as the detailed procedures to accomplish each task.  Add additional rows as needed.)

The following emergency conference line can be used for CWDS personals:

	
Priority:
	1
	Critical function:
	


	Responsibility:
(role responsible for leading on this activity, plus deputies)
	CWDS Administrator
CWDS Database Administrator
Tivoli Storage Manager Administrator
FileNet/Datacap Administrator
Security Administrator
Server Farm
Network Administrator

	Potential impact on organization
if interrupted:

	Unsuccessful transition to DR environment

	Likelihood of interruption to organization:

	Access to CWDS resources will be unavailable

	Recovery timeframe:
(how quickly must this function be recovered to avoid lasting damage)
	24 hours

	Resources required for recovery:

	Staff 
(numbers, skills, knowledge, alternative sources)

	CWDS Administrator (2)
CWDC Database Administrator (1)
Tivoli Storage Manager Administrator (1)
FileNet/Datacap Administrator (1)
Security Administrator (1)
Server Farm Administrator (1)
Network Administrator (1)

	Data / systems 
(backup and recovery processes, staff and equipment required)

	All CWDS servers are backed up using the L&I Standard backup model consisting of daily incremental backups. An incremental backup stores all files changed since the last backup, therefore if a file has not change in the last 24 hours a backup will not be made. The last backup of each file will be archived in TSM and be available.

The critical files\folders below are archived as part of these incremental backup. These files\folders are critical to the restoration process.


· CWDS Database team will use the Production database backup files to restore to the DR Database
· CWDS team to deploy Golden Build from DR Staging folder to DR environment. This includes
· Web Servers
· Print Correspondence Servers
· Batch Servers
· SOLR Servers - DR SOLR configuration should match PROD SOLR configuration
· After completion of CWDS database restore process, SOLR imports should be run for all the collections to synch with Production data
· CWDS team will coordinate all application testing with internal users and external partners and all other components within the application architecture.
· The CWDS application team is responsible for assisting with troubleshooting any issues related to CWDS code after the CWDS code packages and configurations have been restored.
· CWDS team will be responsible for configuring appropriate IIS redirect rules on the web servers

	Premises
(potential relocation or work-from-home options)

	Relocate to Scranton or VPN/VDI from home

	Communications
(methods of contacting staff, suppliers, customers, etc.)

	Phone and e-mail. 




	Equipment
(key equipment recovery or replacement processes; alternative sources; mutual aid)
	

	Supplies
(processes to replace stock and key supplies required; provision in emergency pack)
	

	Detailed Steps
(Specific instructions, user roles, database information, server dependencies)
	



	(Add additional rows as needed.)
	
Priority:
	2
	Critical function:
	


	Responsibility:
(role responsible for leading on this activity, plus deputies)
	CWDS Administrator
CWDS Database Administrator
Tivoli Storage Manager Administrator
webMethods Administrator
BOE Administrator
Server Farm Administrator
Network Administrator

	Potential impact on organization
if interrupted:

	Unavailability of functionalities in the application

	Likelihood of interruption to organization:

	Access to CWDS resources will be unavailable

	Recovery timeframe:
(how quickly must this function be recovered to avoid lasting damage)
	36 hours

	Resources required for recovery:

	Staff 
(numbers, skills, knowledge, alternative sources)

	CWDS Administrator
CWDS Database Administrator
Tivoli Storage Manager Administrator
webMethods Administrator
BOE Administrator
Server Farm Administrator (1)
Network Administrator (1)

	Data / systems 
(backup and recovery processes, staff and equipment required)

	All CWDS servers are backed up using the L&I Standard backup model consisting of daily incremental backups. An incremental backup stores all files changed since the last backup, therefore if a file has not change in the last 24 hours a backup will not be made. The last backup of each file will be archived in TSM and be available.
The critical files\folders below are archived as part of these incremental backup. These files\folders are critical to the restoration process.

· CWDS team to deploy Golden Build from DR Staging folder to DR environment. This includes
· Print Correspondence Servers
· Batch Servers
· CWDS team will coordinate all application testing with internal users and external partners and all other components within the application architecture.
· The CWDS application team is responsible for assisting with troubleshooting any issues related to CWDS code after the CWDS code packages and configurations have been restored.


	Premises
(potential relocation or work-from-home options)

	

	Communications
(methods of contacting staff, suppliers, customers, etc.)

	Phone and e-mail




	Equipment
(key equipment recovery or replacement processes; alternative sources; mutual aid)
	

	Supplies
(processes to replace stock and key supplies required; provision in emergency pack)
	

	Detailed Steps
(Specific instructions, user roles, database information, server dependencies)
	



	(Add additional rows as needed.)


10.  Version Control:
	Version
	Date
	Purpose

	1.0
	5/17
	Base Document

	1.4
	6/17
	Updated form

	1.5
	10/19
	Updated

	1.6
	12/2/2022
	Updated – Windows OS version
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